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ABSTRACT

In this paper, an efficient method is proposed for load estimation of distribution networks with limited real-time data based on principal component analysis. The principal components of load variables are first detected off-line from historical data. Next, the interrelations between the load variables are developed using a new concept that we call Inverse PCA (IPCA) method; this leads to some proper models devised so that the distribution network becomes observable. Finally, through incorporation of a certain finite set of real-time data measurements, the loads of all network nodes in real-time are estimated with a desired degree of accuracy via the IPCA method. A case study on a real network is considered in the paper to highlight better the merit of the proposed method. The experimental results easily show that the proposed method outperforms the previously cited techniques.
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1. INTRODUCTION

The problem of load determination in different nodes of distribution networks can be considered as a special case of state estimation [1]. By state estimation, the operating point of the system can be determined in order to shift the network to an optimum operating condition. Due to daily expansion of distribution networks along with power system restructuring, which results in further sophistication of the system, optimum planning and operation of distribution networks has become a challenging issue. In addition, incorporation of new technologies such as distributed generation (DG) and sensitivity of end-use to power quality has made the problem of load estimation and network monitoring very crucial.

Due to the vast number of network nodes, the number of variables in the distribution network increases remarkably. Therefore, a large number of real-time data is needed for a precise state and/or load estimation of the network. However, due to technical and economical restrictions, the availability of such a large number of real-time data is almost impossible. On the other hand, incorporation of new technologies in distribution networks such as network automation, automatic meter reading (AMR), distribution network mechanization, and distribution management system (DMS), has facilitated the application of advanced sciences and technologies to find optimal operation solution for the distribution networks. The above facilities have also provided a suitable environment for adoption and realization of more precise load estimation techniques in distribution networks.

In most of the methods developed so far, not enough real-time data is used for the solution of load and/or state estimation. These methods range from the incorporation of pseudo data to heuristic methods including hybrid particle swarm optimization, or simplification of network topology and simultaneous use of weighted least square (WLS) approach, briefly discussed below.

The approaches presented in [2],[3], use customer's monthly peak load and transformers peak load data for the extraction of load curve. This curve is then used as pseudo data for load estimation. The above methods are suitable for peak load estimation and are not useful for load
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estimation.

A method for load curve determination using pseudo real-time data, such as AMR data, is addressed in [4]. The resulting load curve is then used for state estimation. By merely using these data, only some network variables can be estimated; however, due to the AMR restrictions, determination of all of the system variables is not possible.

In [5] and [6], by assuming the availability of pseudo data, all nodes' loads are first determined, and then, the states of the network are estimated. The approach uses both the historical data of energy billing and historical load curve data of different load points in the network. In [7], a probabilistic model for estimating the loads of different points (nodes) of the network is developed based on the historical data resulting in better performance compared with the previously developed methods. A fuzzy logic and neural network based approach for active load estimation of distribution network is also proposed in [8], where, the inputs of the neural network are taken as: classified load curves, monthly energy consumption together with real-time measurements.

In some other studies, the network topology is simplified according to the position of the metering equipments. Then, a sensitivity analysis is employed on historical load data to identify the relationship between the load changes in different sections of the network. These results are then compared with the historical data of the measurement equipments in each section; accordingly, the load estimation problem is then solved using a limited set of real-time data [9],[10]. The method can be improved by establishing relations between the load changes of different points and the real-time measurement equipment in the network, and employing data analysis techniques.

Some researchers have developed state estimation methods based on WLS or heuristic optimization techniques such as hybrid particle swarm optimization (HPSO) assuming that good enough data is available [11],[12].

The problem of optimum allocation of measurement equipments in distribution networks, which has a key role in load estimation problem, has also been addressed by some researches [13],[14]. The approaches proposed in these references are mainly based on determining some correlation between the load changes in different nodes of the network using historical data.

Incorporation of data mining based techniques [15],[16] for the classification of the collected data and exploration of their hidden interrelations are very useful for improvement of load estimation in distribution networks with limited data. The Principal Component Analysis (PCA) method is one of the widely-used data analysis techniques in data mining studies. This method explores the relations and extracts features of different variables in huge sets of data in order to reduce the dimensionality of the problem. Identification of governing patterns between the variables results in more precise solutions while less data have been used [17],[19]. Comparison of six different short-term load forecasting (STLF) methods in [20] shows that using PCA can considerably improve the performance of these methods.

In this paper, we use PCA for load estimation of distribution networks with limited real-time data. The governing patterns between the load variables of the network are first detected off-time from historical data. Next, the interrelations between the load variables are developed using a new concept that we call Inverse PCA (IPCA) method; this leads to some proper models devised so that the load distribution network becomes observable. Finally, through incorporation of a certain finite set of real-time data measurements, the loads of all network nodes in real-time are estimated with a desired degree of accuracy via the IPCA method.

We verify our method in a real network, which is a part of Tehran's distribution network and compare the results with those of other existing approaches such as those that employ fuzzy logic, artificial neural network and least square based regression.

The rest of the paper is as follows. In section 2, a detailed description of proposed method is discussed. In section 3, the method is applied in a case study and is compared with other methods. Section 4 provides a conclusion to the paper and discusses topics for further research.

2. PROPOSED METHOD FOR LOAD ESTIMATION

This section fully describes the proposed approach for load estimation of distribution networks using a limited set of available real-time data. Fig.1 shows a block diagram representation of the method. Initially, the conventional PCA method is applied to the past load data of all network nodes in order to extract the governing patterns among the loads. Next, based on the past load data IPCA method is used to establish the relation models between the known and unknown load variables; this leads to some proper models devised so that the load distribution network becomes observable. Finally, with IPCA method the loads of all network nodes are estimated in real time with a desired accuracy using: real-time data measurements and the principal components extracted earlier.

In short, the proposed method is aimed to determine a robust linear relationship between the known and unknown load variables, in order to relax the need for availability of a large set of real-time data.
2.1 Pattern extraction of load variables

Assuming the availability of historical load data, the network data matrix "H" can be defined as:

\[ H = \begin{bmatrix}
    h_{1,1} & h_{1,2} & \cdots & h_{1,n} \\
    h_{2,1} & h_{2,2} & \cdots & h_{2,n} \\
    \vdots & \vdots & \ddots & \vdots \\
    h_{r,1} & h_{r,2} & \cdots & h_{r,n}
\end{bmatrix} \tag{1}
\]

where,
- \( n \): number of load nodes
- \( r \): number of load samples in each node

The so-called adjusted load matrix, \( H_A \), is then calculated as:

\[ \bar{h}_j = \frac{1}{r} \sum_{i=1}^{r} h_{i,j} \quad \& \quad j \in \{1,2,\ldots,n\} \tag{2} \]

\[ \text{Row}_i(H_A) = \text{Row}_i(H) - \bar{h} \quad \& \quad i \in \{1,2,\ldots,r\} \]

In which, \( \bar{h} \) denotes the average value of samples of nodal loads, and \( \text{Row}(H) \) represents the \( i \)-th row of matrix "H". Now, the covariance matrix "C" is calculated by,

\[ C = \frac{1}{r} (H_A^T \cdot H_A) \tag{3} \]

It is a fact that the above matrix is positive semi-definite with \( n \) unit eigenvectors which are corresponding to \( n \) non-negative real eigenvalues [21]. By selecting a set of larger eigenvalues, we can compose a matrix denoted by "T" as given below in order to build the principal components of matrix "C".

\[ T = [\phi_1 \quad \phi_2 \cdots \quad \phi_i \cdots \quad \phi_k] \tag{4} \]

In the above, \( \phi_i \) is the \( i \)-th eigenvector corresponding to the \( i \)-th eigenvalue and \( k \) is the number of selected eigenvalues which satisfies \( k << n \). The matrix "T", which is called as "PCA transformation matrix", defines a strong linear relation between the variables of data matrix.

Now, by using matrix "T", we can transform the adjusted data matrix "\( H_A \)" to a reduced dimension matrix of PCA as follows:

\[ H_{PCA} = H_A \cdot T \tag{5} \]

where, \( (H_{PCA}) \) denotes the projection of "\( H_A \)" to PCA.

It should be noticed that a suitable selection of the number of eigenvectors "\( k \)" will have a key role in performance of the proposed method. This issue will be discussed later in section 3.

2.2 The proposed IPCA method

In the previous section, by using the conventional PCA method, the governing patterns of data were extracted and then used in transformation matrix "T". In order to estimate the network load in the real-time of \( t_0 \), it is necessary to estimate accurately \( n \) load variables corresponding to \( n \) buses. To do so, we first represent the load variables of the network as:

\[ Q(t_0) = [Z(t_0) \quad X(t_0)] \]

\[ Z(t_0) = [z_1(t_0) \quad z_2(t_0) \cdots \quad z_m(t_0)] \]

\[ X(t_0) = [x_1(t_0) \quad x_2(t_0) \cdots \quad x_{n-m}(t_0)] \tag{6} \]

where:
- \( Q(t_0) \): vector of nodal loads in \( t_0 \)
- \( Z(t_0) \): vector of known loads in \( t_0 \)
- \( X(t_0) \): vector of unknown loads in \( t_0 \)
- \( z_i(t_0) \): \( i \)-th node known load in \( t_0 \)
- \( x_j(t_0) \): \( j \)-th node unknown load in \( t_0 \)
- \( m \): number of load measurements

The adjusted value of vector \( Q(t_0) \) is calculated by Eq.7 and then it is transformed by matrix "T" as given in Eq.8.

\[ A(t_0) = Q(t_0) - \bar{h} \tag{7} \]

\[ A_{PCA}(t_0) = A(t_0) \cdot T \tag{8} \]

Here, \( A_{PCA}(t_0) \) whose \( i \)-th element is calculated by Eq.9 represents the projection of \( A(t_0) \), which denotes the vector of load variables.

\[ A_{PCA}(t_0)_i = \sum_{j=1}^{m} z_j T_{i,j} + \sum_{j=m+1}^{n} x_j T_{i,j+m} \tag{9} \]

Since the \( \phi_i \) vectors, which construct the matrix "T", are orthonormal, it can be shown that the pseudo inverse of \( T \) is equal to its transpose [21]. Consequently, the return primary vector of load variables \( Q' \), \( A' \) can be determined as follows:

\[ Q'(t_0) = A_{PCA}(t_0) \cdot T^T + \bar{h} \]

\[ Q'_i(t_0) = \left( \sum_{k=1}^{k} A_{PCA}(k) T_{i,k} \right) + \bar{h}_i \tag{10} \]
\begin{equation}
A'(t_o) = \sum_{j=1}^{\kappa} \left( \sum_{i=1}^{m} x_i T_{(i,j)} + \sum_{i=1}^{m} \hat{x}_j T_{(1,j,m)} \right) T_{(1,j)}
\end{equation}

(11)

It should be noted that the uniqueness of solution given by Eq.11 is guaranteed. Furthermore, each element of vector \( Q'(t_o) \) is obviously a linear combination of unknown variables, which are related to the hidden relations among the variables obtained by the PCA transformation, see Eq.10. It is expected that the return \( Q' \), \( Q'(t_o) \) should be deviated to form \( Q(t_o) \). This deviation can be ignored by a proper choice of "\( k \)" leading to,

\begin{equation}
Q_{(t_o)} = \sum_{j=1}^{\kappa} \left( \sum_{i=1}^{m} m_j T_{(i,j)} + \sum_{i=1}^{m} x_i T_{(1,j,m)} \right) T_{(1,j)} + \bar{h}_j
\end{equation}

(12)

By rewriting the above Eq.12 for "\( n \)" nodes of the network, we will end up with the following.

\begin{equation}
\begin{bmatrix}
f_1(Z) \\
f_2(Z) \\
\vdots \\
f_n(Z)
\end{bmatrix} =
\begin{bmatrix}
u_{11} & u_{12} & \cdots & u_{1,n-m} \\
u_{21} & u_{22} & \cdots & u_{2,n-m} \\
\vdots & \vdots & \ddots & \vdots \\
u_{n1} & u_{n2} & \cdots & u_{n,n-m}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_{n-m}
\end{bmatrix}
\Rightarrow f(Z) = h(X)
\end{equation}

(13)

\begin{equation}
f_j(Z) = \sum_{j=1}^{m} \alpha_{ij} \cdot Z_j
\end{equation}

where,

\( f(Z) \): measurement model

\( h(X) \): measurement function

\( \alpha_{ij} \): \( j \)-th coefficient of \( i \)-th measurement model

Therefore, the inter-relation between known and unknown variables can be properly explored via IPCA method. Then, the estimated load values of the unknown loads can be determined by:

\begin{equation}
X(t_o) = U^+ \cdot f(Z)
\end{equation}

(14)

Here, \( U^+ \) denotes the pseudo inverse of matrix \( U \).

Fig. 2 represents the flowchart of the proposed. As it can be seen, the estimated values of second stage are used as new data in the first stage, which improves the performance of the algorithm.

2.3 Proposed method for the "\( k \)" selection

As it was discussed earlier, selection of the number of eigenvectors "\( k \)" can have a great effect on the accuracy of the proposed load estimation method. In conventional PCA method, the transformation matrix "\( T \)" can be arranged by minimum selected number of eigenvectors to obtain a suitable projection of the primary data. This projection can be used for returning the primary data with a minimum error. In conventional PCA method, it is recommended that the number of eigenvectors, "\( k \)", be selected according to the following Eq.15.

\[ \sum_{i=1}^{k} \lambda_i \geq 0.9 \sum_{i=1}^{m} \lambda_i \]
Get historical data and construct "H" matrix

The average "H" is calculated by Eq.2

Adjusted H is calculated by Eq.2

The covariance of $H_A$ is calculated by Eq. 3

Calculate eigenvalues of C and associated eigenvectors

Choose k eigenvectors and construct PCA transformation matrix (T)

Get real time data vector so as Eq 6

The real-time adjusted vector is calculated by Eq 7

The $A(t_k)$ is projected by Eq. 9

The IPCA method is applied by

$$Q_i(t_k) = \sum_{m=1}^{k} A_{PC}(k)T_{(i,j)} + H_j$$

The equations are constructed by Eq.13

Use pseudo inverse for load estimating

$$X(t_0) = U^+ \cdot f(Z)$$

Construct nodal load vector in $t_0$

$$X(t_0) = [x_1(t_0), x_2(t_0), \ldots, x_n(t_0)]$$

- Step 3  Comparison and consider
  - If $Err_1 < Err$ then $k=k+1$, $Err=Err_1$ and go to step 2, else go to step 4

Step 4  The suitable "k" is "k-1" and stop.

According to the experimental results, the proposed procedure can be converged after 3-7 iterations. The flowchart of the algorithm of the procedure is represented in Fig. 3.

---

**Fig. 3** The proposed procedure for the "k" selection.

---

3  **Numerical studies**

3.1  **The network under study**

In order to evaluate the performance of the proposed method, an actual network which is a part of central Tehran distribution network with 24 load nodes is used. A single-line diagram of the underlying system is shown in Fig. 4. There are 28,500 consumers with a total peak of 35 MW connected to this network.

The historical load data of a six month period are collected from low voltage side of distribution substations. It is tried to select a part of the collected data with a minimum effect of factors such as, temperature, special days, etc. Therefore, load data of 43 days were selected for the study. Furthermore, the load data of weekend days are separated from the above data. The maximum temperature difference in this period was $5^\circ C$ ($27^\circ C$ - $32^\circ C$). It should be mentioned that in this system, distribution automation equipments are allocated according to the reliability concerns for power interruption. However,
optimum allocation of measurement equipments would result in lower load estimation error. In the network under study, there are six substations which are equipped with remote real-time load measurement facilities which collect the active load data of the substations. Other substations have data loggers without remote facilities.

3.2 Selection of "k"

In order to study the effect of the number of eigenvectors "k", on the level of error between the primary data "H" and the returned primary data "\( H' \)", both the conventional PCA method and the developed IPCA method are investigated. Here, the primary matrix "H" is with 43 rows and 24 columns where 24 refers to the number of buses and 43 indicates the number of measurement samples. It is also assumed that the real-time measurement data are located in the first six columns of the data matrix. The returned data of PCA method are calculated according to Eq.16. For comparing between effects of the "k" value on PCA method and proposed method, it is assumed that values of all data are available for PCA method, but in the proposed method only six nodes' data are available and the other data are estimated by IPCA. The estimation error is calculated based on standard index of MAPE (Mean Absolute Percentage Error) as Eq. (17).

\[
H' = H_A \cdot T^T
\]

\[
MAPE = \frac{1}{n \times r} \sum_{i=1}^{n} \sum_{j=1}^{r} \left| \frac{h_{i,j} - \hat{h}_{i,j}}{h_{i,j}} \right|
\]

where, \( n \times r \) in Eq.17 is the number of data samples. Fig.5 shows the principal components (eigenvalues) and Table 1 represents the error for different "k".

![Fig. 5: Principal component of past data matrix.](image)

![Table 1: Effects of "k" on returned primary and estimated data.](image)

<table>
<thead>
<tr>
<th>The k value</th>
<th>PCA method</th>
<th>IPCA method</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.60%</td>
<td>2.10%</td>
</tr>
<tr>
<td>3</td>
<td>2.40%</td>
<td>2.07%</td>
</tr>
<tr>
<td>4</td>
<td>2.20%</td>
<td>2.03%</td>
</tr>
<tr>
<td>5</td>
<td>2.00%</td>
<td>2.05%</td>
</tr>
<tr>
<td>6</td>
<td>1.60%</td>
<td>2.38%</td>
</tr>
<tr>
<td>7</td>
<td>1.00%</td>
<td>2.60%</td>
</tr>
<tr>
<td>20</td>
<td>0.20%</td>
<td>3.07%</td>
</tr>
<tr>
<td>24</td>
<td>0.00%</td>
<td>5.02%</td>
</tr>
</tbody>
</table>

Fig. 6: Effect of "k" on estimated data by IPCA.

3.3 Results of load estimation

In this study, the selected data of 43 days are separated into two groups. The data of 30 days were used as the past data for feature extracting, and the remaining data of 13 days were used for testing of the load estimation performance by IPCA method. The six values of each day of second group data were known values (real-time data measurements) and other data (18 values) were unknown load data.

According to the results that were obtained, the error index MAPE for test data samples is equal to 2.9% which shows a good accuracy for the proposed method. Fig. 7 shows the cumulative error between the actual and estimated load (for 13 days test data). Also, Table 2 shows the per unit percentage error which is calculated according the following Eq.18.

\[
Err^* = \frac{|P - \hat{P}|}{P}
\]

In this equation, "P" is the actual load, \( \hat{P} \) is the estimated load and "\( P_h \)" is the maximum load for 13 days period.

In order to investigate the performance and accuracy of the proposed method, the result of load estimation by the proposed method has been compared with other load estimation techniques including fuzzy logic, neural network and linear regression with minimum least square criteria. Fuzzy logic consists of the Gaussian membership functions for each input and sixteen rules between six
inputs data and each output data. The neural network is a two layer perceptron network that consists of seven neurons. The perceptron network is learned by Levenberg-Marquardt method. Table 3 shows the error index MAPE for different methods applied to the study network. As it can be seen, the proposed method IPCA has lower error in comparing with the other methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>IPCA</th>
<th>regression</th>
<th>Neural network</th>
<th>Fuzzy logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Err. value</td>
<td>2.9%</td>
<td>3.5%</td>
<td>4.5%</td>
<td>4.3%</td>
</tr>
</tbody>
</table>

The reason of such accuracy relies on the fact that the proposed method can extract the features and interrelation of load variables very precisely.

4 CONCLUSION

In this paper, a new method for load estimation of distribution network was developed. IPCA approach presented here is an extension of PCA method which is capable of solving a large set of problems of high dimension and restricted with limited real-time data. Therefore, it opens a new solution space for similar problems with limited real-time data. The proposed approach is an analytical method, and the results of each stage of the solution can be used for other problems such as allocation of real-time measurement equipments which are suitable for load estimation.

Numerical studies on an actual distribution network confirm the accuracy of the method and its superiority to other methods.

Further work is under study regarding optimum allocation of real time measurement equipment as a necessary step for the extension of this research.

Fig. 4: Single-line diagram of the network under study.
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