4. Conclusion

The method of weighting to approximate equality constraints is commonly used in practice. It was therefore considered appropriate to make comparison study with other alternative methods. For this, four test case based on the 6-bus sample system were set up. The first included all measurements without equality constraints while the second treated three zero injection as measurement, the third case treated the three zero injections as a pseudo measurements and finally in fourth case the three zero injection measurements are considered as equality constraints. Results were subsequently compared to determine if the zero injection with equality constraints had any advantage over the others from the accuracy and convergence point of view. It was concluded that the convergence rate in the case of equality constraints wears low since the gain matrix becomes more dense. However the redundancy will be improved, hence the number of actual field measurements could be reduced.
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Table 4. Comparison of squared residual error with number of iterations.

<table>
<thead>
<tr>
<th>Case</th>
<th>Number of iterations</th>
<th>Square of residuals error</th>
<th>Measured</th>
<th>Estimated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>3</td>
<td>0.020667</td>
<td>0.011693</td>
<td></td>
</tr>
<tr>
<td>Case 2</td>
<td>3</td>
<td>0.020438</td>
<td>0.001340</td>
<td></td>
</tr>
<tr>
<td>Case 3</td>
<td>3</td>
<td>0.020432</td>
<td>0.001353</td>
<td></td>
</tr>
<tr>
<td>Case 4</td>
<td>4</td>
<td>0.028400</td>
<td></td>
<td>0.001687</td>
</tr>
</tbody>
</table>

Figure 1. Six bus network with measurements [9].
<table>
<thead>
<tr>
<th>Measurement</th>
<th>Actual value for Case 1</th>
<th>Measured value for Case 1</th>
<th>Estimated value for Case 1</th>
<th>Estimated value for Case 2,3,4</th>
<th>Estimated value for Case 2</th>
<th>Estimated Value for case 3</th>
<th>Estimated Value for Case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>MV1 1.0500</td>
<td>1.0478</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MV2 1.0500</td>
<td>1.0463</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MV3 1.0700</td>
<td>1.0654</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MV4 0.9863</td>
<td>1.0032</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MV5 0.9796</td>
<td>0.9947</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MV6 0.8925</td>
<td>0.9964</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MV7 0.8700</td>
<td>0.9858</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MV8 0.8535</td>
<td>0.9637</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* These three are considered as zero injections and are added as measurements in case 2, pseudo - measurements in case 3 and equality constraints in case 4.
6-bus network in Table 3. As can be seen from the Table 3 all four test cases are observable and since the measurements are well distributed in the network, all the estimated quantities not only are close to the actual values they give better estimate of the system than the measurements. Table 4 shows the square residuals and number of required iteration for each test case. In test case four since the relative confidence of injections are higher with respect to other measurements the convergence rate degrades. Also, the test case four has low convergence since gain matrix \( (A_k^T R^{-1} A_k) \) becomes more dense due to fill in resulting from matrix multiplication. However, in test case four, the redundancy will be improved, hence the number of actual field measurements could be reduced. Hence by this method the exact piece of information can be provided without metering installation cost. In addition, since no metering or telemetry is needed, it is not subject of metering error or telemetry failure.

**Table 1. Network data for six bus system.**

<table>
<thead>
<tr>
<th>From</th>
<th>To</th>
<th>R</th>
<th>X</th>
<th>Suceptance/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.1000</td>
<td>0.2000</td>
<td>0.0200</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>0.0500</td>
<td>0.2000</td>
<td>0.0200</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.0800</td>
<td>0.3000</td>
<td>0.0300</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.0500</td>
<td>0.2500</td>
<td>0.0300</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0.0500</td>
<td>0.1000</td>
<td>0.0100</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>0.1000</td>
<td>0.3000</td>
<td>0.0200</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>0.0700</td>
<td>0.2000</td>
<td>0.0250</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>0.1200</td>
<td>0.2600</td>
<td>0.0250</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>0.0200</td>
<td>0.1000</td>
<td>0.0100</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0.2000</td>
<td>0.4000</td>
<td>0.0400</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>0.1000</td>
<td>0.3000</td>
<td>0.0300</td>
</tr>
</tbody>
</table>

**Table 2. Six bus generator and load data.**

<table>
<thead>
<tr>
<th>Bus no.</th>
<th>Gen. (P.U.)</th>
<th>Voltage (P.U.)</th>
<th>P Load (P.U.)</th>
<th>Q Load (P.U.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>1.050</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.50</td>
<td>1.050</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>0.60</td>
<td>1.070</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
<td>1.000</td>
<td>0.70</td>
<td>0.70</td>
</tr>
<tr>
<td>5</td>
<td>0.00</td>
<td>1.000</td>
<td>0.70</td>
<td>0.70</td>
</tr>
<tr>
<td>6</td>
<td>0.00</td>
<td>1.000</td>
<td>0.70</td>
<td>0.70</td>
</tr>
</tbody>
</table>
conditions for the unconstrained case, but here we will have to satisfy third condition such that

\[ \nabla^2 L(X, \lambda) = \begin{bmatrix} A^T A & C^T \\ C & 0 \end{bmatrix} \begin{bmatrix} \lambda \\ d \end{bmatrix} = \begin{bmatrix} A^T b \end{bmatrix} \quad (27) \]

Where \( \nabla = L(X, \lambda) \) is Hessian matrix and must be positive semidefinite at the minimum. The nonlinear equations (24) and linear equation (26) may be solved for \( X \) by an iterative procedure; therefore at each iteration the following linearized equation is solved.

\[ \begin{bmatrix} A^T A & C^T \\ C & 0 \end{bmatrix} \begin{bmatrix} X \\ \lambda \end{bmatrix} = \begin{bmatrix} A^T b \end{bmatrix} \quad (28) \]

The above equation can be rewritten in terms of PSSE's variations such that:

\[ \begin{bmatrix} H^T R^{-1} H & H e^T \\ H e & 0 \end{bmatrix} \begin{bmatrix} \Delta X \\ \lambda \end{bmatrix} = \begin{bmatrix} H^T R^{-1} \Delta Z \end{bmatrix} \quad (29) \]

Where \( H = \frac{\partial h}{\partial X} \) and \( H e = \frac{\partial c}{\partial X} \) are Jacobian matrices, \( \Delta Z = z - h(X) \) and \( \Delta e = -c(X) \) are the measurement error vectors and \( R \) is the covariance matrix. In the computation of equation 29, both the state vector \( x \) and vector of multipliers \( \lambda \) in each iteration are updated. Also, the resultant system will be order of \( n+p \) as compared to \( n \) for method of weighting, but in gain matrix the order reduces from \( m+p \) into \( m \), which will compensate for the increase size. The triangular factorization and sparsity are utilized in the computation; in order to achieve numerical stability and save computer memory requirements.

3. Numerical Example

The sample numerical example is the 6-buses, 11-lines system which is taken from Wood and Wollenberg [9] as shown in Figure 1. The network and generation data for the test system are shown in Tables 1 and 2. The metering locations, which have been selected by the author for the purpose of the paper are shown in Figure 1. The transmission network parameters are given in per unit, considering 100 MVA and 230 KV values. The number of state variables are 11, and the total number of measurable quantities varied between 30-33 in four test case. These four test cases are as follows:

Case 1: Complete measurements system with no zero injections.

Case 2: Complete measurements system, where three zero injections are added as measurements.

Case 3: Complete measurements systems, where three zero injections are added as pseudo-measurements.

Case 4: Complete measurements system, where three zero injections are added as equality constraints.

In test case 4 three new added measurements are considered to have very high weighting (with small variance), in order to process measurements with equality constraints. The results of specially developed computer program for the purposed algorithm are presented for the
where
\[ A = R^{-1/2} H \] is \( m \times m \) matrix of random number.
and
\[ b = R^{1/2} \Delta Z \] is \( m \times 1 \) residual vector.
Thus equation (10) can be written as
\[ \min \{ f(X) = 1/2 (AX - b)^T (AX - b) \} \] \( X \)
Now for a function \( f(x) \) on \( IR^n \) where \( f \) is twice continuously differentiable in a neighborhood of \( X \), in order \( X \) to be a local minimum, the following conditions must hold:
\[ g(X) = \nabla f(X) = -A^T b + A^T A X \] (12)
\[ g(X) = \nabla f(X) \mid x = x^* = 0 \] (13)
\[ X^* = (A^T A)^{-1} A^T b \] (14)
\[ G(X) = \nabla^2 f(x) = A^T A \] (15)
where \( G(X^*) \) is positive definite. Thus, the solution \( X^* \) will be strict local minimum.
Now if function \( f(X) \) considered to be the same as unconstrained case and \( P \) to be a set of linear equality constraints such as
\[ CX = d \] (16)
then necessary conditions for a constrained minimum at \( X \) can be written as:

(i) \( CX - d = 0 \) \( \quad \) (17)
(ii) \( g(X) + C^T \lambda = 0 \) \( \quad \) (18)

or equivalently
\[ Z^T g(X) = 0 \] \( \quad \) (19)
(iii) \( Z^T G(X) Z \) is positive semi-definite \( \quad \) (20)

where \( Z \) is an \( n \times (n-p) \) matrix whose columns form a basis for the null space of the constraints. The optimality conditions can be presented for the constrained least square problem in terms of a Lagrangian. The problem is
\[ \min \{ f(X) = 1/2 (AX - b)^T (AX - b) \} \] \( X \)
Subject to
\[ CX - d = 0 \] \( \quad \) (22)
Where \( f(X) \) is the unconstrained least squares objective function. \( C \) is a \( P \times n \) coefficient matrix for the constraints, and \( d \) is a \( p \times 1 \) vector. The method of Lagrange multipliers solves the above constrained minimization problem by first defining the Lagrangian \( L(X, \lambda) \).
\[ L(X, \lambda) = 1/2 (AX - b)^T (AX - b) + \lambda^T (CX - d) \] \( \quad \) (23)
Where the vector \( \lambda \) is the Lagrange multipliers. The estimated state vector \( X \) is the solution of equation 21, and must satisfy the following optimality conditions
\[ \frac{\partial L(X, \lambda)}{\partial X} = \nabla L(X, \lambda) = A^T AX - A^T b + C^T \lambda \] \( \quad \) (24)
or \[ g(X) + C^T \lambda = 0 \] \( \quad \) (25)
\[ \frac{\partial L(X, \lambda)}{\partial \lambda} = \nabla L(X, \lambda) = CX - d = 0 \] \( \quad \) (26)
Note that, these are the same as optimality
Lagrange multipliers [2], [6]. This method is gaining popularity in recent state estimation implementations. A third method uses direct elimination of variables using the equalities. The original objective function is reduced to a lower order function which can be solved by unconstrained methods [7]. Finally Hachtel's augmented matrix method with equality constraints have been applied to power system state estimation since zero injections are treated as equality constraints, the remaining equations do not have widely differing scales [8].

In this paper the general theory behind the equality constrained optimization problem is utilized by applying Lagrange multipliers to the equality constrained PSSE. The triangular factorization of the gain matrix along with the optimal ordering scheme is utilized in preserving sparsity. Finally a numerical test problem for the purposed method and specially developed computer program is presented.

2. PSSE With Equality Constraints

In power system state estimation, for an N-bus power system, there exist m measurements whose objective is the minimization of the weighted sum of squares of the measurement residuals. i.e.

\[ \text{min } f(X) = \| h(X) - Z \|^T R^{-2} [h(X) - Z] \quad (1) \]

where

\( Z : m \times 1 \) measurement vector.

\( h(X) : m \times 1 \) nonlinear vector function relating the measured quantities to the state variable.

\( X : n \times 1 \) true state vector.

\( R^{-2} : m \times m \) diagonal weighting matrix.

The set of m equations relating the telemetered measurements and state variables can be expressed as:

\[ z = h(X) + \eta \quad (2) \]

where \( \eta \) is the measurement error vector, and it is assumed to have zero mean and random variation, then

\[ E(\eta) = 0 \quad (3) \]

\[ E(\eta \eta^T) = R \quad (4) \]

where R is \( m \times m \) covariance matrix and \( E(.) \) is the expectation value. Applying a Taylor's series expansion to \( h(X) \) and defining the \( m \times 1 \) residual measurement vector as

\[ \Delta z = z - h(X_0) \quad (5) \]

and \( n \times 1 \) state vector as

\[ \Delta X = X - X_0 \quad (6) \]

the objective function can be written as

\[ \text{min } f(X) = \| R^{-1/2} H \Delta X - R^{-1/2} \Delta z \|^2_2 \quad (7) \]

where \( \| \cdot \|_2 \) dentoes a 2-norm and H is \( n \times n \) Jacobian matrix such that

\[ H(X_0) = \frac{\partial h(X)}{\partial X} \bigg|_{X=X_0} \quad (8) \]

Equation (7) can be written as standard linearized model of the least squares problem which is used at each iteration step in the solution, this is

\[ \text{min } \{ f(X) = 1/2 \| AX - b \|^2_2 \} \quad (9) \]
POWER SYSTEM STATIC-STATE ESTIMATION WITH EQUALITY
CONSTRAINTS
R. kanarangi ph.D.
EE Dept. Tabriz University

ABSTRACT
within any electric power system network there are a number of buses which may have exact
information regarding their real and/or reactive power or there is neither generation nor load.
An advantage can be taken of these, known "zero injections " by formulating them as a set of
equality constraints. In this paper Lagrange multipliers method is applied to equality
constrained zero injections power system static state estimation. Finally test results for theour test cases are presented.

KEY WORDS: State Estimation, power System, Lagrangian multipliers method, Equality
constraints

1. INTRODUCTION
Most power system state estimation (PSSE) programs process only noise
corrupted measurement quantities to solve state variables. However, within any power
system network there are a number of buses where there is neither generation nor load,
or these buses may have exact information from network model. These measurements
may be used in state estimation by assigning high weighting (i.e. small variance). However, the large disparity in
the weights may cause the gain matrix to be ill-conditioned, thus degrading the
convergence [1], i.e. it may take more iterations to converge, or, sometimes, fail
to converge at all. An advantage can be taken of these, known " zero injection " by
formulating them as a set of equality constraints [2]. Hence the overall
redundancy will be increased without installing an additional metering. Very little
information has been provided in the literature regarding the application of
constrained least squares method to the problem of power system state estimation.
In general an approximating equality constraints is used by applying an arbitrary
large weighting factor to each constraint [3–5]. Another method, treat the zero
injection as equality constraints by using