Jc———2f(x) (x +p f(x) +p, y+p x)+(o f(x)+p, y+
p,x)
yre= - 2f(x) (x +pf (x) T py) + @ £ (x) +p y)

or

Je=-2(x) (xFp, £x) Ty 0,0+ £00+

p2y’ +po X +20: () y+ 2 p, f0x + D1p, yx

wa! =260 (x+ plf(x)'+pyy+pzx)+p1 £ (x)+ 2!
fx)y+ 2pip2 f()x + (pl ¥ +p x* + 201 p2 yx)
=2 (1p2-1-p2) f(x)x + 207 -p1) f(x)y + 2 @7 -
pOf’6x) + @ly" +pix" + 2pip2 yX)

ye= pip2- L-p2) xf00+pF -p) y )+ 60 -p) F(x)
+(py “+pix’ + 2pip2 yx) ,
- yne= - 2f(x) (x + pf(x) +p y)+p () +p +2p2f(x)y
=20 -p) F)F20" -p)y f(x) - 2xf (x) +p y’

—Z—jyo—- - xf(x) + 0" -p) yE () + 0 -p ) () + 7Y
As far as {is concerned the two functions Jcand Jne
have the form
= xf(x) + a2 yf() + a3 £2(x)
T(Ey)=f J (e xf() + az yix) + asf® (X)) p(x,y)dydx
= [ (o1 xf(x) + a3 ££x)) S P(x,y)dy}dx+ H
+ S f(x) { JyPxy)dy}dx
(o x f(x) m (x) + a3 £(x) n(x) } dx +
Jofixyo(x)dx+H
Hence the Euter equ. becomes
2osfx)n(x)+ ey xn(x)taw(x)=0

or
f(x) = - o .- o2 o (x)
2 a3 2 a3 7t (X)
o (x)= [fypxy)dy T (x) = f p(xy) dy

Now, since x and y are assumed independent, then

p(x,y) = Pi (x) P, (y) fand hence
o (x)
— = constant

T (X)

We thus arrive at the conclusion that if g is linear
then.an optimal linear solution for f exists for both
the classical and the nonclassical cases.

Let us now aproach the problem from a different
angle i.e. assume that fis linear. We shallseethatin
this case the function gncfor the non-classical caseis
not necessarily linear. The proeess is shown
schematically in the diagram.

noise x(0) = y(0) noise v
x(1)
u(© 1st stage l »y(1)
u(l) —s 2ndstage feeesx(2)

Schematic Diagram of The Process
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First stage

As we have assumed that f is linear then at this
stage for both the classical and the non-classical

cases we have
u(0) = a y(0)

Second stage

Let us first consider the decision process in the
classical case.
x(2) = x(1) - u(l)
= x(0) + u(0) - u{l)
=y(0) + a y(0) - u(l)

Hence, by substimting for § = 1 +q, the input u(l)

at this stage is the mmxmar of the funcuon&
Min U1y {o® y* (0) + {8 y(0) - u(l) ¥’

where the solution is u(1)= By (0) which is linear in

y(0).

Now let us consider the non-classical case.

x(2) = x(1) - w{l)

However in the non- classical case x(1)is not known

at this stage. We can only measure y(1), and

therefore x(2) must be written as

x(2)=y(1)-v-u(l)

u(1) is chosen by the minimiser of the function
Min U { o y* (0) + {y(1) - v-u(l) P

Solution is given by the minimiser of {y(1)-v-u(l) ¥

which is not necessarily linear. Hence, for the

non-classical information structure, the optimal

decision requence is not necessarily linear.

3. Conclusion -

In the paper Witzenhausen's counter example has
been studied. It has been shown, using a simpler
proof, that non-linear solutions can arise if decision
making units are provided with restricted amount of
information. A
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derivation of the linear control law (3) a further
fundamental - assumption was made. The
assumption was that the information pattern is
"classical, i.e. that the controller has access to all the
information about the system, Specifically, it was
assumed that the controller has access to all the past
measurements of the output of the system. In the
following it is shown, through a counter example

introduced by Witzenhausen: (1969) that if the-

controller does not have access to all the past
measurements of the system, the problem does not,
in general, admit a linear solution.

2. The counter example

The counter example concerns a two-stage (N=2)
single variable system (n=1, m=1, I=1) described
by the equation

x(1) = x(0) + u(0) @
x(2) = x(1) - u(1)

Where x(0) is a random variable. The system
outputs are

y(0) = x(0) )
and y(I)=x(1)+v

where v is noise. The problem is to optimise the
performance of the system with respect tot he
performance measure.
J = K%0) + %) .. (6)
For the Classical case one has admissible control
laws.
u(0) = v,(y(0)) Ist stage 7
uM)= 2 (y(1), v(0)) 2nd stage
i.e. at the second stage the controller has access to
the past measurement, namely, y(0). For the non-
classical case one has the admissible control laws.
u(0) = vy (y(0)) 1st stage )
unc(1) = yanc (y(1)) 2nd stage b
Note that now the second stage the controller only
has access to the current measurement of the output,
re. y(1).
The stochastic optimal control proibem can be
stated as

and

Min  EQ)

S.t. x(1) = x(0) + u(0)
x(2) = x(1) - u(l)
y(0) = x(0)

y()=x(1) + v
where E(J) denotes the expectation value of J. Now
if the constraints are incorporated into the
performance measure the above problem becomes
Min E{ku’(0)+ (x(0)+ u(0) - u(1))*}
Let us call

VOA [ S el

J¢ = KX 0) + (x(0) + u(0) -u® (1)

and I = 1u¥0) + (x(0) + u(0) - vPr1)y?
where J¢and J"¢denote the performance measure in
classical and non-classical cases, respectively. Thus
for the classical case one has the admissible v (1)
given by equations (7) and for the non-classical one
has the admissible v™{1) given by equation (8).
Using equations (7) and (8) we have.

J ;kzv £ (y(0) + [x(0) +v, (¥(0)) -y (Y(l) y(0)7

J“° =K'y} (y(0) + [x(0) + 7, (Y(O)) vy ()P
Now if the transtormation
f=vy, (Y(0)+y(0)
and g°= v (y(1), y(0))
g“° =y (y(1)
is made then we have (note y(0) = x(0))
€= K* (f(x(0) - x(0))" + (f(x(0)) - g&'y(1), X(O))
I =1 (f(x(0)"- x(0))" + (f(x(0)) - g™y(1))’
And, finally, substituting for
Y()=x(1)+ v
=x0)+ uw©) +v
x(0) + vy, (y(0)) + v
=f@yOn+tv
= f(x(0)) +v
We have
J =k’ (1(x(0)) - (O HIEO) -g” ((F(x(0)) +v), X(O))]
I"= 1 (f(x(0) - x(0))’ + [ F(x(0)- g e ((f(x(0) + V)
The Stochastic optimal control problem is reduced
to the minimization of the expectation value of J©
for the classical case and J"¢ for the non-classical
case, i.e. we have for the classical case
Min 7 2 J(x0),v,f, g) P(x®0), v) dx ) dv
and for the non-classical case
Min f.2°f 7 1 x(0),v,f,g) P(x(0),v)dx (0)dv
where P(x(0) , v) is the joint probability distribution
for the random variables x(0) and v.
Let us put x(0) = x
v=y
then the two performance indices become
Je =K () - %) + [ f(x) - g ((f(x) + y), X
J =K (f(x)- X) +[f(x) - g" (f(x) + y]
J" =K (f(x) + x - 2f(x)x) + £(x) + g” - 26(x)g ™
I =1 (%) + x7 - 26(x)x) + £(x) + g? - 26(x) ghe
which on rearranging gives.
Jo= (K + 1) ££() - 2f (x) (x + g) + g? * + K%
Je= (kK + 1) £(x) - 2f (x) (x + g¢) + g2“°+ k*x?
Now assume g linear
g=p )+ y)+ p,x
g™ = p (f(x) +y)
hence defining
=T+ 1) F(x) - K %
Jre= jyac. (kK* + 1) f(x) - k’x*
we have
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Abstract

The paper is concerned with a comparison of the optimal stochastic control problem (the Linear Quadratic case) for the cases where the
information structure is centralised (the classical pattern) and where it is decentralised (the non-classical pattern). It is shown, using an
example introduced by Witzenhausen, that unlike the decentralised case, one has rion-linear, and still undetermined, soulutions. The main
contribution of the report is to provide an alternative, and simpler, proof of the foregoing result.

1. Introduction

Consider the following stochastic process
x(k+D=AMKX0)+B Kk +yk)
k=0,1,2, ..
x(0)=x’

where u ¢ R™, x ¢ R" and v ¢ R". The equation

describes a linear discretetime system corrupted by

the noise vector v(k). The output.of the system is
- also .corrupted by the noise vector w(k) ¢ Ri* and
is given by

k) = C(k) x(k) +W(k) . .. {2)

Where y(k)h—: Rll The problem of optimising the

system described by (1) and (2) with respect to the

expectation value of the performance measure
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N
J=2% y(Y(k),Uk) N
K=0
is called the linear optimal stochastic control
problem. If the performarnce function ;S quadratic,
then the problem is called the Linear-Quadratic

~ (L.Q.) problem.

Now it is well-known that the solution to.this

‘problem is given by a linear control law of the form

Uk) = K(k) X(k) - 3)
where K is an (mxn) matrix (see, for example.
Kwakernaak & Sivan, (1972). However, the
linearity of the solution is not simply brought about
by the L.Q. form of the problem. A fact which has
until recently not been emphasised is that in the
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